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Expectation and Variance

Expectation and variance: two fundamental statistics of a distribution
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Expectation: Three Strategies

Strategy 1: Follow the definition 

𝔼 𝑋 = ෍

𝑥

𝑥ℙ 𝑋 = 𝑥

Strategy 2: Tail sum formula

𝔼 𝑋 = ෍

𝑡≥1

ℙ 𝑋 ≥ 𝑡



Aside: Tail sum formula

𝔼 𝑋 = ෍

𝑥

𝑥ℙ 𝑋 = 𝑥

= 1 ⋅ ℙ 𝑋 = 1 + 2 ⋅ ℙ 𝑋 = 2 + 3 ⋅ ℙ 𝑋 = 3 + ⋯

= 1 ⋅ ℙ 𝑋 = 1 + 1 ⋅ ℙ 𝑋 = 2 + 1 ⋅ ℙ 𝑋 = 3 + ⋯

+ 1 ⋅ ℙ 𝑋 = 2 + 1 ⋅ ℙ 𝑋 = 3 + ⋯

+ 1 ⋅ ℙ 𝑋 = 3 + ⋯

+ ⋯

ℙ 𝑋 ≥ 1

ℙ 𝑋 ≥ 2

ℙ 𝑋 ≥ 3
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𝑡≥1

ℙ 𝑋 ≥ 𝑡



Expectation: Three Strategies

Strategy 1: Follow the definition 

𝔼 𝑋 = ෍

𝑥

𝑥ℙ 𝑋 = 𝑥

Strategy 2: Tail sum formula

𝔼 𝑋 = ෍

𝑡≥1

ℙ 𝑋 ≥ 𝑡

Strategy 3 (Very powerful!): Linearity

𝔼 𝑋 = 𝔼 ෍

𝑖

𝑋𝑖 = ෍

𝑖

𝔼 𝑋𝑖

Decompose 𝑋 as sums of simpler 
random variables 𝑋𝑖 



Problem 1: Pullout Balls

(a) Let 𝑋 be the number we picked up
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• Sample space: 𝑋 = {1, 2, 3, 4} 

• Probability function: ℙ 𝑋 = 𝑥 = 1/4 

(b) Let 𝑌 be the product of the two numbers we picked up

• Sample space: Y = {2, 3, 4, 6, 8, 12} 

• Probability function: ℙ 𝑋 = 𝑥 = 1/6 
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Problem 2: Linearity

(a) Let 𝑋 be the total number of tickets you receive

• Complicated probability function, so probably need to use linearity…

𝑋 = 𝐴1 + 𝐴2 + ⋯ 𝐴10 + 𝐵1 + 𝐵2 + ⋯ + 𝐵20

𝔼[𝑋] = 𝔼[𝐴1] + 𝔼[𝐴2] + ⋯ 𝔼[𝐴10] + 𝔼[𝐵1] + 𝔼[𝐵2] + ⋯ + 𝔼[𝐵20]

= 10 ⋅ 3 ⋅
1

3
+ 20 ⋅ 4 ⋅

1

5
= 26

1 if wins, 0 otherwise 
To count the number of occurences in 𝑛 trials:
Define a Bernoulli for the 𝑖th trial / position

𝔼[𝐴𝑖] = 1 ⋅
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Problem 2: Linearity

(b) Let 𝑋 be the number of times the sequence “book” appears

𝑋 = 𝑋1 + 𝑋2 + ⋯ + 𝑋999997

1 if there’s an occurrence at position 𝑖, 0 otherwise 

b o o k b o o ka l mm

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 𝑋8 𝑋9

0 0 0 0 0 0 0 11

If 𝑋2 = 1 then 𝑋3 ≠ 1! So these are not independent! 



Problem 2: Linearity

Regardless of whether the 𝑋𝑖  are independent or not, we can always apply linearity! 

𝑋 = 𝑋1 + 𝑋2 + ⋯ + 𝑋999997

𝔼[𝑋] = 𝔼[𝑋1] + 𝔼[𝑋2] + ⋯ + 𝔼[𝑋999997]

= 999997 ⋅
1

264



Extra: Expectation of Hypergeometric Distribution

Suppose 𝑛 balls are sampled from an urn with 𝑁 balls of which 𝑚 are white.   

Let 𝑋 be number of white balls, what is the distribution of 𝑋? 

ℙ 𝑋 = 𝑘 =

𝑚
𝑘

𝑁−𝑚
𝑛−𝑘

𝑁
𝑛

What is the expectation?

1 2 𝑚…

𝑋1 𝑋2 𝑋𝑚

Assign each white ball a Bernoulli!
1 if the 𝑖th white ball is sampled 



Extra: Expectation of Negative Binomial Distribution

Suppose 𝑋 is the number of trials needed to observe 𝑟 success (with prob 𝑝).  

ℙ 𝑋 = 𝑘 =
𝑘 − 1

𝑟 − 1
𝑝𝑟 1 − 𝑝 𝑘−𝑟

𝑋 = 𝑋1 + 𝑋2 + 𝑋3 + ⋯ + 𝑋𝑟

Number of trials needed to observe 1st success

𝑋1 𝑋2 𝑋3 𝑋𝑟

Success 1 Success r
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